Are You ‘
Considering All
Possible Factors?




 Increasing calls for accountabillity in use
of resources...want a measurable return
on investment on academic outcomes
(retention, graduation rates, SCH
attainment, time to degree, etc...)

 What predictor could be a factor in
identifying best possible students to
achieve optimal outcomes...what
predictor could be A FACTOR, not the
single factor!




WHY ARE MULTIVARIATE TECHNIQUES
SUPERIOR TO UNIVARIATE, SUCH AS
BIVARIATE CORRELATION?

* As with independent variables, rarely do
dependent variable exist in a silo...correlation
with other related measures

 Multivariate allows analysis of multiple
Independent variables as well as multiple
dependent variables (Kroff, 2002; Roberts,
1999; Si, 2001)

e Subsumes univariate measures such as t-tests,
ANOVA, etc. in the abillity to explain variance
across multiple dependent variables o

 Minimizes the likelihood of Type | error ®
occurrences (Kane, 2006; Thompson, 1987),
or rejecting the null hypothesis when it is true g




* An extension of the general linear
model (GLM)

e Conducts correlation analysis of two
sets of variables:

» Independent set = high school rank, SAT score,
family income

 Dependent set = first-year GPA, SCH attempted,
SCH completed

» SPSS creates latent synthetic variables for each set
then correlates




 Generates canonical roots that identify the
variance accounted for between latent, synthetic
variables; number of functions generated =
number of variables in the smaller set of variable

» Easily performed in SPSS using MANOVA
commandes;

\Y VAN [@AV/AN
hsrank SAT faminc WITH fyGPA SCHa SCHc
/PRINT=SIGNIF (MULTIV EIGEN DIMENR)
/DISCRIM=(STAN ESTIM COR ALPHA (.999))

e |n fact, SPSS v. 24 now has a canonical function
under “Correlate”




« Canonical roots are analyzed for importance via statistical
significance (F statistic) and unique variance accounted for
(via Wilks Lambda)

« Canonical correlation coefficient for each function/root
(Rc)...analogous to Pearson R (-1.0 to 1.0)

e Squared canonical correlation for each function
(Rc?)...effect size analogous to R? (0.00 to 1.0)

« Raw canonical coefficients which are analogousto b
weights in regression; each variables weight in the linear
equation of the model




« Standardized canonical coefficients
which are analogous to beta weights in
regression; each variables importance in
creating the synthetic dependent
variable

e Structure coefficients; each variables
correlation with the dependent variable
(-1.0 to 1.0)

e Squared structure coefficients; how well
each variable explains the variance in
the synthetic dependent variable (0.0 to
1.0)




o Like regression, CCA is great in identifying
relationships between variables...in this
case, two sets of variables, right?

» Gives us useful information like b and
beta weights, correlation coefficients,
effect sizes...but does little in identifying
the MOST USEFUL variable in the set!
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 Uses an algorithm to decompose the
effect size from a regression or
canonical mode|

e Independent variables used with
synthetic dependent variable to obtain
an R2...what’s neat, you can do it the
opposite way with the dependent
variables on a synthetic independent
variable!!

 |dentifies each variable’s uniqgue and
combine usefulness in explaining
variance in the dependent variable

v




e Formula for number of algorithms is 2k - 1, where k =
the number of independent variables....if you have
2 IVs, you would have 3 algorithms; if you have 3,

you would have 5! - o
Ua =-R2+ R?y.b
Ub =R2-R?y.a
Cab =R2-Ua-Ub
U J

» Using more than 4 variables makes it really
complicated!!....but Excel spreadsheets can handle
it if you can build it!!!



« Univariate analyses are nice (SAT > College GPA; High
School Rank > SCH’s Completed, etc.), but multivariate
techniques provide a more holistic picture of
variables/factors at play

* Then after you conduct your multivariate analysis
(MANOVA, CCA, ETC...), commonality analysis can
decompose the overall effect size (R?) to identify which
variable(s) do the best job in explaining the variance!

» Tarleton’s Office of Institutional Research and Effectiveness
is happy to assist if you want to apply these techniques to
your own data!




Thank Youl!

Do you have any questions?

A

Commonality
Analysis

6 R. Michael Haynes, PhD
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Commonality Analysis

individual variable is lost. Therefore, it is more practical and parsimonious to limit the
number of predictor variables analyzed to four or fewer (Si, 2004).

The present paper will utilize a hypothetical data set and SPSS commands to
demonstrate the steps and calculations involved in CCA and a subsequent CA. Summary
tables as well as SPSS syntax used to perform the various statistical computations will be
provided. Additionally, a brief explanation and discussion of adequacy and redundancy
coefficients as they relate to variance accounted for is included.

Canonical Commonality Analysis

A data set provided by SPSS 14.0 (N=406) containing 6 variables associated with
automobile design and performance will be used in this illustration. Three predictor
variables contain information associated with vehicle design: engine displacement size
as measured in cubic inches (engine); automobile weight in pounds (weight); and year of
production (year). The criterion variables are associated with subsequent automobile
performance: miles per gallon of gasoline consumed (mpg); acceleration as measured in
seconds from O to 60 miles per hour (accel); and horsepower (horse). Descriptive
statistics for the data set are provided in Table 1.

The process begins by conducting a CCA where three canonical functions and
their respective Rc? coefficients are generated. The SPSS syntax utilized to conduct CCA
is provided in the Appendix A. Upon review of the output, a decision regarding the

of functions to analyze further must be made. While all three functions are
ally significant at a=.05, Function 1 accounts for 90.3% of the variance between

hetic predictor and criterion variables. Furthermore, Function 1 represents 95.9%
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